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Ciencia de datos aplicada al analisis de asociacidon entre la
necesidad de servicios de salud en poblacion dependiente y el
indice de marginacion urbana por AGEB en 2020

Data science applied to the analysis of the association between the need for health
services in dependent population and the index of urban marginalization by AGEB
in 2020

Angel Fernando Argiiello Ortiz' y Angel J. Sénchez-Garcia?

Resumen: En este estudio se realiza un analisis de los microdatos del Censo de
Poblacion y Vivienda 2020, en el que se procesaron 387,205,920 datos estatales a
nivel de AGEB, que, bajo un proceso de curacion, culminaron en una base de 49 mil
586 registros con 19 variables, con las que se generaron los indicadores del indice de
Necesidad de Servicios de Salud (INSS), el indice de Marginacién Urbana 2020 (IMU)
y el Promedio de Ocupantes por Vivienda. Utilizando técnicas de analisis espacial,
ciencia de datos y aprendizaje automatico, se implementaron cuatro algoritmos: multiple
linear regression, support vector regression, random forest y gradient boosting, con
validacion cruzada K-Fold de los resultados. Se identifica una relacion estadisticamente
significativa entre los indicadores, pero débil, sugiriendo la consideracién de otros
factoresy la aplicacién de técnicas de ciencia de datos, destacando el uso de algoritmos
ensamblados para mejorar niveles de precision predictiva en explicabilidad y mayor
exigencia computacional.

Palabras clave: area geoestadistica basica (AGEB), machine learning, random forest,
marginacion.

Abstract: In this study, an analysis of microdata from the 2020 Population and Housing
Census is conducted, processing 387,205,920 data points at the state level by AGEB
(Basic Geostatistical Area), which through a curation process culminated in a database
of 49,586 records with 19 variables. These were used to generate indicators for the
Health Services Need Index (INSS), the 2020 Urban Marginalization Index (IMU), and
the Average Occupants per Dwelling. Using spatial analysis techniques, data science,
and machine learning, four algorithms were implemented: Multiple Linear Regression,
Support Vector Regression, Random Forest, and Gradient Boosting, validating modelos
by K-Fold cross-validation. A statistically significant but weak relationship between the
indicators is identified, suggesting the consideration of other factors and the application
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of data science techniques, highlighting the importance of using ensemble algorithms
toimprove levels of predictive precision with explainability and greater computational
demands.

Keywords: basic geostatistics area (AGEB), machine learning, random forest,
marginalization.

Introduccion

En la actualidad, el procesamiento, manejo y analisis de grandes volumenes de
informacidn es una garantia para obtener mayor precision en los resultados de
diversos estudios, asi como también para identificar la presencia o ausencia patrones
de comportamiento; si bien es cierto que requiere de una gran inversion en tiempo
de procesamiento, también es cierto que el avance tecnoldgico nos ha colocado,
actualmente, en un punto sin retorno en que el elemento mas importante esta en las
grandes cantidades datos, junto con la amplia capacidad de integracion y analisis y
la experiencia de programacion o computo intensivo.

Asi, al introducirnos a la era digital, cada uno de los registros de nuestra fuente
de informacidn se transforman en granos de arena que abonan a la estrategia de
recopilacion, acceso, almacenamiento, procesamiento y modelacion de los datos,
guiandonos en el proceso de transformacion digital de la informacion y al nuevo enfoque
del manejoy aplicacion de técnicas estadisticas, definido como aprendizaje automatico
o machine learning. Este proceso de transformacién también ha modificado la forma
de aplicar la estadistica, combinandose con la programacion o computo intensivo y
con infraestructura fisica, marcando un paradigma en la gestion de la informacién.

En el presente trabajo se conjugaron estos elementos, iniciando con la integracion de
los microdatos del Censo de Poblacién y Vivienda 2020 a nivel de Area Geoestadistica
Basica urbana que son producidos por el Instituto Nacional de Estadistica y Geografia
(INEGI) (INEGI, Instituto Nacional de Estadisticay Geografia, 2023) y que concentraron
en el apartado de AGEB y manzana urbana un millén 683 mil 504 registros, dando un
total de 387 millones 205 mil 920 datos, que fueron procesados para la integraciéon
final de una base de datos a nivel de AGEB de 49 mil 586 registros con 19 variables.

Con base en estos datos, se estimo el indice de necesidad de servicios de salud para
analizarlo mediante un proceso de modelacion, a partir de una regresion lineal multiple,
empleando como variables independientes el indice de Marginacién Urbana 2020
(IMU) estimado por el Consejo Nacional de Poblacién (CONAPO) (CONAPO, 2021)y el
Promedio de Ocupantes por Vivienda registrado por el INEGI. Se integraron las bases
de datos correspondientes mediante el lenguaje de programacién Ry se realizaron
los modelos de Machine Learning con las diferentes bibliotecas que el lenguaje de
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programacion Python provee. Cuatro modelos fueron probados y validados para este
trabajo: regresion lineal multiple, support vector regression, random forest y gradient
boosting.

Problema

El presente capitulo se considera como una estrategia de analisis conjunto entre las
metodologias y herramientas para el desarrollo de proyectos de ciencia de datos
enfocado en el manejo de grandes volumenes de informacion sociodemografica a
nivel nacional, implementacion de metodologias estadisticas y desarrollo de técnicas
de computo intensivo, con lo cual se destacan dos elementos importantes: el primero
de ellos es la necesidad de implementar técnicas de ciencia de datos para el manejo
de grandes volumenes de informacién, como en este caso, de los 387 millones 205
mil 920 datos del Censo de Poblacion y Vivienda 2020 a nivel de AGEB y manzana
urbana producidos por el INEGI en un millén 683 mil 504 de registros y 19 variables;
y el segundo es la aplicacion de metodologias estadisticas para el procesamiento y
analisis de dichos datos, que conjuntamente, dotan al estado de herramientas y criterios
para la planeacion y ejecucién de politicas publicas en materia de salud y desarrollo.

Existe una gran diversidad de necesidades sociales insatisfechas en la poblacién que
generan un desequilibrio en el binomio gobierno-sociedad, plasmado en los niveles
de atencion de la gobernabilidad democratica, tales como: salud, educacion, empleo,
obra publicay seguridad.

Es asi como se considera importante analizar las condiciones de necesidad de disponer
de servicios de salud entre la poblacién en edad dependiente, relacionado con los
niveles de marginacién urbana a nivel de Area Geoestadistica Basica (AGEB), como
una limitante significativa en materia de rezago. Para ello se implementan elementos
y metodologias de ciencia de datos para el procesamiento de 387 millones 205 mil
920 datos parala conformacién de las bases de informacion que permitiran destacar
la necesidad de implementar procesos de ciencia de datos como machine learning
y abonar en los criterios de planeacion de las politicas publicas a niveles nacional,
estatal y municipal.

Fundamentacion

El acceso a los servicios de salud por parte de la poblacidon es un derecho humano
consagrado en el articulo 4° de la Constitucion Politica de los Estados Unidos
Mexicanos, en el que se establece que “Toda persona tiene derecho a la proteccién de
lasalud”y que es una atribucion y responsabilidad estricta del Estado de proporcionar
dichos servicios y definir las bases bajo las cuales se dara cumplimiento (Camara de
Diputados del H. Congreso de la Unién, 2021); mediante la Ley General de Salud en
su articulo 2° se definen las ocho finalidades del derecho a la proteccion de la salud
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de la poblacidn, destacando entre ellas no por mas importantes sino relevantes para
el estudio: el bienestar fisico y mental de la persona y el disfrute de servicios de salud
y de asistencia social que satisfagan eficaz y oportunamente las necesidades de la
poblacion al tratarse de personas que carezcan de seguridad social, la prestacion
gratuita de servicios de salud, medicamentos y demas insumos asociados, entre otros 6
(DOF, 2024); dicho acceso esta condicionado a la afiliacion a una institucion publica que
brinde dicho servicio publico; de otro modo, se tendria que satisfacer esta necesidad
mediante servicios privados en los cuales no se requiere ningun tipo de afiliacion;
y aun a pesar de que el Estado se esfuerza por garantizar a la sociedad un servicio
de salud gratuito, expedito y de calidad, no se han alcanzado los niveles deseados,
principalmente por los diferentes indicadores socioecondmicos relacionado con los
niveles de eficiencia del sistema de salud; por lo que el impacto de laimplementacién
de metodologia estadistica se basa en manejo, integracion y analisis de la informacion
disponible con altos niveles de desagregacion por AGEB y manzana urbana, asumiendo
que existe una relacion entre la necesidad de acceso a los servicios de salud y el nivel
de marginacion urbana (CONAPO, 2021) junto con el promedio de ocupantes por
vivienda, respondiendo parcialmente a la necesidad de estudios con altos niveles de
desagregaciony alas implicaciones de atender necesidades de derechos humanosy
politicas publicas como se indica en el articulo 8 de la Constitucion Politica del Estado
Libre y Soberano de Veracruz de Ignacio de la Llave, que implica la salud como un
derecho fundamental para vivir y crecer en un ambiente saludable, ecolégicamente
equilibrado y sustentable (LEGISVER, 2025).

En otras palabras, mediante la implementacion de metodologias y herramientas
actualizadas se ubica el presente trabajo como un proceso de machine learning, que
clasifica el algoritmo empleado como un modelo de ajuste/entrenamiento, ya que se
espera que mediante el algoritmo el modelo aprenda; dicho proceso es parte integral de
la ciencia de datos (figura 1), misma que es considerada un constructo derivado de la
interaccion entre la estadistica, la computacion y el conocimiento del medio, orientado

Figura 1. Diagrama de ciencia de datos. ala extracciéon de informacion en grandes
Recuperado de https://diegokoz.github.io/intro_  volumenes de datos, lo que le da un
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7% al relacionar principios y practicas
Experiencia tematica de diferentes campos tales como las
matematicas, la estadistica, demografia,
= actuaria, inteligencia artificial, ingenieria
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La necesidad de servicios de salud en
poblacion dependiente estarelacionada
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con el indice de marginacion urbana a nivel de AGEB y el promedio de ocupantes por
vivienda.

De machine learning

Para el problema de necesidad de servicios de salud con los microdatos del INEGI,
los algoritmos ensamblados de aprendizaje-maquina mejoran estadisticamente la
precision de modelos individuales.

Metodologia

Con base en Méndez y otros (2011), este proyecto se encuentra delimitado como una
revision de casos, de tipo observacional, retrospectivo, transversal y descriptivo en el
que las bases de datos por AGEB y manzana urbana de los microdatos se encuentran
desagregadas por entidad federativa, de tal forma que se fusionaron las 32 bases para
integrar una sola a nivel nacional con desagregacion a nivel de manzana, quedando
una base de datos de un millon 683 mil 504 registros con 230 variables; es decir, un
procesamiento de 387 millones 205 mil 920 datos. A partir de la base de datos resultante
se seleccionaron 5 variables para la estimacion de dos indicadores que dieron origen
al indice de necesidad de servicios de salud. De manera conjunta, se integré una
variable nueva denominada clave geografica, integrada por las claves de la entidad
federativa, municipio, localidad, area geoestadistica basica y manzana, excluyendo
los registros con los totales correspondientes a entidad, municipio y localidad.

Bajo la presencia de registros faltantes por entidad se identificd que el estado con
menor porcentaje fue Ciudad de México (33.5%) y con mayor porcentaje, Chihuahua
(71.8%) (veranexo 1); esto, aunado al comportamiento de las variables seleccionadas,
influyd para decidir integrar una base de datos con 64 mil 313 registros y 5 variables
de interés a nivel de AGEB para las estimaciones, calculando el niumero de registros
incompletos en alguna o algunas de las variables, dando como resultado que la
variable con menor cantidad de datos faltantes fue POB15_64 y la que registré mayor
cantidad fue POB65_MAS; finalmente se concluyé con una base de datos con 49
mil 586 registros y tres variables —las que integrarian el modelo—, los cuales estan
registrados y coinciden totalmente en la base de datos del INEGI para las AGEB
urbanas nacionales; sin embargo, la del indice de marginacién urbana del CONAPO no
coincide en su totalidad con la del INEGI, es por ello que se emplearon los microdatos.

Como parte del proceso de curacion de las base de datos resulté que dos bases
de datos —Hidalgo (14) y Quintana Roo (22)- tenian una estructura diferente en su
variables regionalizadas; lo que evitaba un proceso inmediato de integracion de las
bases de datos; posteriormente se identificd que derivado del comportamiento de las
variables, no podia utilizarse la base de datos a nivel de manzana, documentando los
casos de datos publicados, disponibles y que de manera complementaria indicaban
registros completos para la estimacion de los indicadores e indice, quedando la base
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de datos final a nivel de AGEB conformada con 49 mil 586 registros, comparables con
los datos del CONAPO y del INEGI.

Es importante destacar que con el apoyo de analisis espacial se identifico la presencia
de 16 mil 915 AGEB urbanas que noregistré el Consejo Nacional de Poblaciény que
en algunos casos si se logré asociar en el andlisis del indice de Necesidad de Servicios
de Salud mediante los microdatos del INEGI; esto, bajo la consideracion de que de
acuerdo con el marco geoestadistico nacional, el territorio esta divido en 81 mil 451
AGEB, de las cuales 17 mil 469 son rurales y 63 mil 982 son urbanas; sin embargo, en
términos de distribucion del territorio, el ambito rural abarca un area de un millén 931
mil km2 y el ambito urbano tan solo 24 mil 274.5 km2, lo que da una idea de la mala
regionalizacion y amanzanamiento de la poblacién de México (figuras 2y 3).

Figura 2. Distribucién territorial por ambito urbano-rural
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Las variables empleadas correspondieron a la poblacién total (POB_TOT), la proporcién
de poblacion sin afiliacion a servicios de salud (PPSINDER) y el promedio de ocupantes
por vivienda (PROM_OCUP)ylarazén de dependencia que explica la carga econémica
presente en la poblacién productiva (INEGI, 1997), derivadas del censo 2020. Para el
caso de larazon de dependencia se integra con tres variables de la siguiente manera:

_ Py_14 + Pgsy

RD
Pi5_c4

Donde:

Py_14 es la poblacidon de 0 a 14 afios
Pis_g4 €S la poblacion de 15 a 64 afios

Pgs, es la poblacidn de 65 afios y mas

Conlaintegraciény estimaciones correspondientes, se estimé el indice de necesidad
alos servicios de salud (INSS) mediante:

PPSINDER = PSINDER/P OB_TOT
INSS = RD x PPSINDER

Derivado de estas estimaciones, se aplicaron técnicas de analisis exploratorio para
la identificacion de registros disponibles, excluidos, integrados por AGEB, conteos
de datos faltantes por variable de estudio que provocaban registros incompletos,
analisis de dispersion de los datos, correlacion y estimacion de densidades por variable
iniciando con el conteo de registros por estado donde la mayor cantidad de registros
a nivel de manzana fue en el estado de México (142,214) y con menor cantidad en
Campeche (11,840) como se muestra en la figura 4.

Figura 4. Registros a nivel de manzana por estado
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En materia de datos faltantes, los estados con los porcentaje mas altos y muy cercanos
fueron Chihuahua (71.8%) Baja California Sur (71.5%) y Zacatecas (71.1%), mientras
que el estado con menor porcentaje fue Ciudad de México (33.5%); lo que llevo a
que la integracion de los registros seleccionados para cada estado estuvo entre el
2.5% vy el 3.4%; es decir, a pesar de haberse registrado altos porcentajes de valores
faltantes y de registros incompletos, la proporcion fue representativa, mas aun cuando
se identificaron los casos por variable. Con relacion a la clasificacion que realiza el
CONAPO del indice de marginacién urbana como muy alto, alto, medio, bajo y muy bajo,
las AGEB seleccionadas para el analisis resultaron proporcionalmente significativas
como se muestraen lafigura 5.

Figura 5. Porcentaje de AGEB seleccionados por grado de marginacion urbana 2020
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La representacion de la dispersion de variables se realizé de manera estadistica y
grafica. En el primer caso, como se muestra en la tabla 1, se identificaron varianzas
muy altas en las variables del indice de necesidad a los servicios de salud (INSS) y el
indice de marginacion urbana 2020 (IMU_2020), no asi en la variable del promedio
de ocupantes por vivienda (PROM_OCUP).

Tabla 1. Varianza y desviacion estandar de las variables
Desviacion
estandar
indice de necesidad a los servicios de salud (INSS) 49.20212 7.014422

indice de marginacion urbana 2020 (IMU 2020) 20.567254 4.535113
Promedio de ocupantes por vivienda (PROM OCUP) | 0.2376682 0.4875122

Variable Varianza

Desafios multidisciplinarios en la construccion de ciudadania global, social y solidaria: procesos y modelos metodolégicos

291



Ciencia de datos aplicada al andlisis de asociacion

De manera grafica, se puede corroborar lo que se identificod de manera estadistica; lo
cual se ilustra mediante tres representaciones graficas (figuras 6, 7 y 8), que también
se expresa en una de ellas el coeficiente de correlacion, en la que se puede apreciar
gue se registran asociaciones de regular a mala; sin embargo, eso no significa un
resultado negativo sino mas bien un enfoque a descartar dentro de los posibles criterios
de modelacion que se refuerzan mediante machine learning.

Figura 6. Grafico de cajas y alambres de las variables de estudio
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Figura 8. Grafico 3d de dispersién de las variables bajo estudio
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Bajo el enfoque de machine learning cada problema tiene una naturaleza especifica al
momento de seleccionar, plantear, disefar o programar un algoritmo para su solucion
y que no existe un algoritmo aplicable a todos los problemas similares o igualesy que
a su vez sea el mejor, surge la necesidad de elegir el método mas adecuado dadas
las caracteristicas y restricciones del problema en cuestién. Esto se explica mejor
mediante los teoremas No Free Lunch (NFL) (Wolpert, 1997), que establecen que
no existe ningun algoritmo de optimizacién o aprendizaje automatico que funcione
mejor en todos los problemas. En otras palabras, este teorema resalta laimportancia
de elegir y adaptar la optimizacion y algoritmos de machine learning para problemas
especificos en lugar de buscar uno que resuelva todos los problemas; estos algoritmos
de machine learning se dividen en tres categorias, siendo las dos primeras las mas

comunes.
* Aprendizaje supervisado.
* Aprendizaje no supervisado.
* Aprendizaje por refuerzo.

El aprendizaje supervisado se compone de dos tareas principales: la clasificacion
y la regresion, misma que difieren principalmente en el tipo de salida, ya que estan
disefiados para predecir un valor numeérico continuo; mientras que la clasificacion se
utiliza para predecir la pertenencia a una categoria o clase (el resultado de la prediccién
es una etiqueta de clase que pertenece a un conjunto discreto y finito de categorias).

Desde el enfoque de la ciencia de datos, para este estudio se emplearon como métodos
individuales ala regresion lineal multiple dada la variable respuesta INSS, asumiendo
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la existencia de una relacion lineal; posteriormente, se seleccionaron support vector
regression (SVR) que es una modificacion a support vector machine (SVM), asi como
arboles de decisién (usualmente utilizados para métodos ensamblados).

La aplicacion de un analisis de regresion lineal multiple para modelar el indice de
necesidad de servicios de salud con base en las variables independientes de indice
de marginacion urbana 2020 y el promedio de ocupantes por vivienda, arrojé un
coeficiente de determinacion de 0.321, con una correlacién multiple de 0.57, la cual no
podria considerarse como buena, por lo que mediante técnicas de machine learning
se buscara un mejor ajuste. El modelo de regresion quedo estructurado como:

indice de Necesidad de Servicios de Salud = 100.772491 +-0.779927*Indice de
Marginacion Urbana 2020+ 1.661177* Promedio de ocupantes por vivienda

Laregresion de vectores de soporte o support vector regression (SVR) es unatécnica
de aprendizaje supervisado utilizada para la regresion, la cual se basa en el concepto
de support vector machines (SVM) y es extendida para el problema de regresién
(Cortes, 1995). Aligual que en SVM, los puntos de datos que caen dentro del margen
o en el lado incorrecto del margen son considerados vectores de soporte. Estos son
los puntos mas importantes para la definicidon de la funcion de regresién y contribuyen
significativamente al modelo; sin embargo, a diferencia de SVM, en SVR la idea
principal es encontrar una funcion que se ajuste a los datos de entrenamiento y, al
mismo tiempo, minimice la brecha entre los puntos de datos y la funcién.

El enfoque en los vectores de soporte y el uso de un margen de tolerancia permiten
gue el modelo sea robusto y capaz de manejar datos ruidosos o no lineales. SVR
brinda la flexibilidad de definir el nivel de error aceptable en el modelo y encontrar una
linea apropiada (o hiperplano en dimensiones superiores) para ajustarse a los datos.

Es importante destacar que SVR tiene parametros sensibles, como el parametro de
regularizacion y la eleccion del kernel. La seleccion adecuada de estos parametros
puede requerir ajuste y validacidn cruzada o algun mecanismo de optimizacién. Los
kernels proporcionados en “sklearn” son linear (lineal), poly (polinomial), rbf (Radial
Function Basis), sigmoid (Sigmoide), precomputed (Matri Gram). Ademas, es posible
controlar el parametro €.

Se pueden emplear diferentes métodos de regresion para hacer predicciones basadas
en las variables explicativas. Los métodos ensamblados se han utilizado en diferentes
dominios (Nti, 2020), y sus rendimientos han superado al de los regresores individuales
(Hoc, 2023a) (Hoc, 2023b). Los métodos de regresion ensamblados de aprendizaje
automatico son técnicas que combinan multiples modelos de regresion unico para
construir un modelo mas potente y preciso (Lu, 2019). Estos métodos se basan en
el principio de que en la combinacion de multiples modelos débiles pueden superar
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las limitaciones individuales de cada uno y proporcionar predicciones mas precisas
y solidas.

En lugar de depender de un unico modelo de regresion, los métodos ensamblados
aprovechan el conocimiento de diversidad de modelos y el colectivo para mejorar el
rendimiento general del modelo. Los métodos ensamblados, como bagging, boostingy
stacking son estrategias que combinan multiples modelos de aprendizaje para mejorar
el rendimiento predictivo en comparacién con un solo modelo.

Elenfoque de bagging se basa en laidea de adiestrar multiples modelos independientes
en conjuntos de datos de entrenamiento generados mediante muestreo con
reemplazo (bootstrap). Cada modelo se entrena en un conjunto de datos diferente,
y las predicciones se promedian (para problemas de regresion) o se votan (para
problemas de clasificacion) para obtener la prediccién final. La esencia del bagging
es entrenar modelos base en conjuntos de datos diferentes, lo que ayuda areducirla
varianza y mejorar la generalizacion del modelo ensamblado. Random forest es un
ejemplo popular de un método basado en bagging que utiliza arboles de decisidn como
base. El algoritmo random forest (Breiman, 2001) combina métodos de aprendizaje
ensamblados para crear multiples arboles de decision extraidos aleatoriamente a
partir de los datos, promediando los resultados para generar un nuevo resultado que
a menudo conduce a predicciones sélidas.

En este proyecto se utilizé el moédulo sklearn de Python para entrenar el modelo de
regresion de random forest, especificamente la funcion RandomForestRegressor
(Geurts, 2006). La documentacion RandomForestRegressor presenta muchos
parametros diferentes que se pueden ajustar para el modelo. Algunos de los parametros
importantes son el nUmero de estimadores, la profundidad de cada estimador, nUmero
de muestras, entre otros. Por otro lado, a diferencia de bagging, boosting asigna pesos
alas observaciones durante el proceso de entrenamiento; es decir, las observaciones
mal predichas por los modelos anteriores tienen un peso mayor en los modelos
subsiguientes, permitiendo que el modelo se enfoque mas en los casos dificiles.
Bajo este enfoque, los modelos se entrenan secuencialmente, y cada modelo intenta
corregir los errores de los modelos anteriores, porlo que la prediccion final se obtiene
combinando las predicciones ponderadas de cada modelo. Ejemplos de algoritmos:
adaboost, gradient boosting (por ejemplo, XGBoost, LightGBM).

Gradient boosting es una técnica de ensamblado que construye un modelo predictivo
fuerte a partir de varios modelos predictivos débiles, generalmente arboles de decision
poco profundos. Se construye de manera secuencial, donde cada arbol corrige los
errores de los arboles anteriores. Es un algoritmo de tipo boosting, lo que significa
que se enfoca en corregir los errores cometidos por modelos anteriores para mejorar
la precision general.
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El algoritmo gradient boosting fue propuesto inicialmente por Jerome H. Friedman
en 2001. Friedman introdujo el concepto de gradient boosting como una técnica de
optimizacién basada en funciones de pérdida. Propuso un enfoque de optimizacion
secuencial donde se ajustan modelos débiles (generalmente arboles de decision)
para corregir los errores de los modelos anteriores. La idea central era construir un
modelo aditivo que minimice una funcion de pérdida. Este algoritmo proporciona un
rendimiento predictivo excepcional y es uno de los algoritmos mas potentes en términos
de precision. Debido a su naturaleza, es robusto frente a valores atipicos y ruido en
los datos debido a la combinacion de multiples arboles.

Para la verificacion de modelos, se aplica la validacion cruzada (cross-validation)

que se utiliza en machine learning para evaluar el rendimiento de un modelo y mitigar

problemas de sobreajuste, siguiendo los siguientes pasos:

» Reservar un conjunto de datos de prueba (test).

* Entrenar el modelo utilizando la parte restante del conjunto de datos.

« Utilizar la muestra de reserva del conjunto de prueba (validacién). Esto ayuda a
medir la eficacia del rendimiento de un modelo. Si el modelo arroja un resultado
positivo en los datos de validacién, se continua con el modelo actual.

Hay varias formas de llevar a cabo la validacién cruzada, entre ellas el k-fold cross-
validation que, en cuanto a su eficiencia computacional, es mas rapido al ejecutarse
k veces en lugar de n veces (n es el numero total de datos) y apoya la seleccion del
modelo mas adecuado, y considerando la cantidad de datos de este estudio es la mejor
técnica con k =10, con la finalidad de dividir el conjunto en 5 subconjuntos y en cada
una de las cinco iteraciones se utilizé el 90% para entrenamiento y 10% para prueba.

Resultados
Para la ejecucion de los cuatro algoritmos seleccionados: multiple linear regression,

support vectorregression, random foresty gradient boosting, se utilizaron los siguientes
parametros (tabla 2).

Tabla 2. Parametros de los algoritmos de prueba

Al Support Vector
Linear Rpp : Random Forest Gradient Boosting
Regression egression
- . Kernel = l Num de arboles = |o Num de arboles =
Lineal S0 50
U Gradodela Funcion de calidad Funcion de pérdida
funcion de de separacion = = Error cuadratico
kernel Error cuadratico I Funcion de calidad
polinomial = 3 l: Bootstrap = True de separacion =
. Epsilon = 0.1 Maxima profundidad Friedman MSE
de arboles =2 l- Tasa de aprendizaje
=041

Desafios multidisciplinarios en la construccion de ciudadania global, social y solidaria: procesos y modelos metodolégicos

296



Ciencia de datos aplicada al andlisis de asociacion

Los resultados obtenidos de la ejecucion de la validacion cruzada de k-Fold, tomando
como métrica de evaluacion el R?y k=10 (es decir, en cada iteracion se utiliza el 90%
para entrenamiento y el 10% de datos para prueba). Se aprecia que en general los
mejores resultados se obtienen mediante gradient bossting; sin embargo, no ocurre en
todos los folds. Se resaltan en negritas los mejores resultados. En promedio gradient
bossting tienen mejor R? y random forest tiene menos variabilidad (tabla 3).

Tabla 3. Resultados de R? a través de k-fold como método de validacion de modelos

Fold Mgltt’igprléeslgiil";iar Slé%%?gs\;?gﬁor Random Forest | Gradient Boosting

1 0.02486369 0.19228474 0.74054657 0.79629745

2 0.3878044 0.43220827 040472577 044071975

3 0.2369374 0.27533143 0.27053005 026657675

4 0.03900454 0.11073966 0. 19286311 0.20572673

5 0.27227532 0.2958289 0.376T1637 043250774

6 0.28558423 0.32610802 0.33738045 0.36803639

7 0.26794884 0.30046699 0.371130087 0.34364907
8 0.23377252 0.29064073 0.25234514 027463718 |

9 0.19773035 0.32357287 0.302847595 027152555

10 0.05753418 0.09356886 0.77818625 016728504

Promedio 0.19974554 0.26407504 0.27663424 0.2966694

Desviacion Std. 0.11557670 0.0982649 0.08220083 0.09148445

Si bien, tanto random forest como gradient boosting superan el R2de los algoritmos
individuales, es necesario validar que esa mejora sea estadisticamente significativa.
Pasar identificar qué prueba utilizar, se realizaron pruebas de normalidad (tabla 4),
donde se aprecia que todas las R? se distribuyen de forma normal.

Tabla 4. Pruebas de normalidad de variables

Modelo X2 Shapiro Skewness Kutosis
. . N Estadistico: I Estadistico: -
Multiple Linear |Estadistico: 0.741 0.893 Estadistico: -0.541 0670

Regression | p-value: 0.6900 p-value: 0.5883

p-value: 0.1839 p-value: 0.5027

Support Vector |Estadistico: 0.485| CSRIISICO: | pgaqictico: -0.680| EStadistico:
Regression value: 0.7845 0.910 -value: 0.4959 0.147
9 p-value: 9. p-value: 0.2869 | PValue- v p-value: 0.8826
f Estadistico: —— Estadistico: -
Random Forest Estadistico: 0.690 0.968 Estadistico: -0.236 0.744

p-value: 0.7372 p-value: 0.8131

p-value: 0.8771 p-value: 0.4567

. e Estadistico: P Estadistico: -
Gradient Estadistico: 1.148 0929 Estadistico: 0.452 0.977

Boosting p-value: 0.5631 p-value: 04461 p-value: 0.650 p-value: 0.3314

Finalmente, al verificarse que todas las predicciones tienen una distribucion normal,
se aplicé una prueba t-student para muestras emparejadas, con el fin de corroborar si
existe una diferencia significativa al 95%. Support vector regression y ambos algoritmos
ensamblados muestran una diferencia significativa con respecto ala regresion lineal
(tabla 5).
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Tabla 5. Prueba t-student para diferencias
Multiple Linear |Support Vector Gradient
S Regression Regression Random Forest Boosting
Multiple Linear Estadistico’ | Estadistico: 4.901 Eeladisneo:
Regression ’ § : ’
° p-value: 0.0017 | PValue: 0-0074 1 Jaive: 0.0002
Support Vector Estadistico: 0.762 EStf_dB'ggcc’:
Regression — -
9 p-value: 0.465 | Jalue: 0.1039
Estadistico:
Random Forest 2.212
p-value: 0.0541
Gradient
Boosting
Discusién

En este proyecto se experimentd con algoritmos ensamblados de regresién para
mejorar la precision del modelo para calcular el indice de necesidad de servicios de
salud.

Si bien los algoritmos ensamblados arrojan mejores resultados, es importante
mencionar que la explicabilidad y el poder de computo son una desventaja respecto
a los algoritmos individuales. La eleccién del algoritmo dependera de los objetivos
de la investigacién, pues si lo que se busca es un buen nivel de precision, machine
learning, y en especial los métodos ensamblados, demuestran ser una mejor opcion.

Ademas, existe la posibilidad de explorar mas algoritmos, pues si bien demuestran
ser mejores que los individuales, siempre dependera del conjunto de datos y sus
caracteristicas para una mejor o peor precision.

Conclusiones

Con base en los resultados iniciales obtenidos, se puede concluir lo siguiente:

1. Los resultados obtenidos de los coeficientes de determinacién de 0.321 y de
correlacién multiple de 0.57, mediante el analisis de regresién lineal multiple no
arrojaron un nivel aceptable para la explicacién del indice de necesidad a los
servicios de salud, lo que dio origen a laimplementacion de técnicas de machine
learning en la busqueda de un mejor ajuste.

2. Se acepta la hipétesis de machine learning que establece que, para el problema
de necesidad de servicios de salud con los microdatos del INEGI, los algoritmos
ensamblados de machine learning mejoran estadisticamente la precision de
modelos individuales.

3. Para este contexto, el algoritmo ensamblado gradient boosting arrojo mejores
resultados en cuanto al R?.
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4. Losresultados de los algoritmos ensamblados en validacidon cruzada tienen menos
variabilidad.

5. Respecto a la hipdtesis de investigacion se identifico que, con base en el R?, si
existe relacion entre la necesidad de servicios de salud esta relacionada con el
indice de marginacion urbanay el promedio de ocupantes por vivienda.
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